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For close to a decade, Cray Research has been the industry leader in
large-scale computer systems. Today, .about 70 percent of all
supercomputers installed worldwide are Cray systems. They are usedin
advanced scientific and research laboratories around the world and have
gained strong acceptance in diverse industrial environments. No other
manufacturer has Cray Research’s breadth of success and experience in
supercomputer development.

The company’s initial product, the CRAY-1 Computer System, was first
mstalled in 1976 and quickly became the standard for large-scale
cien computers — and the flrst commermally successful vector
F




Introducing the CRAY X-MP
Series of Computer Systems

Announcing expanded capabilities to serve the
needs of a broadening marketplace: the CRAY
X-MP Series of Computer Systems. The CRAY
X-MP Series now comprises nine models, ranging
from a uniprocessor version with-one million words
of central memory to a top-end system with four
processors and a 16-million-word memory. Today’s
CRAY X-MP line is a field-proven technology; Cray
Research introduced the dual-processor CRAY
X-MP in 1982 and expanded the series to include
one- and four-processor models in 1984,

The flexible CRAY X-MP multiprocessor
configurations allow users to employ
multiprogramming, multiprocessing and
multitasking techniques. The multiple-processor
architecture can be used to process many different
jobs simultaneously for greater system throughput,
or it can apply two or more processors to a single
job for better program turnaround time. The
combination of multiprocessing and vector
processing provides a geometric increase in
computational performance over conventional
scalar processing technigues.

The CRAY X-MP system design is carefully
balanced to deliver optimum overall performance.
Fast long and short vector processing is balanced
with high-speed scalar processing, and both are
supported by powerful input/output capabilities.
Cray Research software has been developed to
ensure easy access to these performance features.
The resultis that users can realize maximum
throughput for a variety of job mixes and
programming environments.




Each X-MP CPU offers gather/scatter and
compressed index vector instructions. These
instructions allow for the vectorized processing of
randomly organized data, which previously was
performed by scalar processing.

Complementing the power of the X-MP Series is a
new generation of {/O technology. Cray’s DD-39
and DD-49 disk drives offer 1200-Megabyte
(Mbyte) capacity and very fast sustained transfer
rates (9.8 Mbyte/sec for a DD-49, 5.9 Mbyte/sec for
a DD-39). In addition, Cray’s Solid-state Storage
Device {SSD) provides upto 1024 Mbytes of very
fast random-access secondary MOS memory.
When connected to a four-processor CRAY X-MP
through two 1000-Mbyte/sec channels, it provides
a maximum aggregate transfer rate of 2000
Mbyte/sec.

Awide variety of applications programs for solving
problems in industries such as petroleum,
aerospace, automotive, nuclear research and
chemistry are available for operation on CRAY
X-MP computers. Thus, scientists and engineers
can use X-MP systems and industry standard

codes to solve a wide range of problems.
Additionally, software developed for the CRAY-1
can be run on all models of the CRAY X-MP Series,
thus protecting user software investment.

From both a hardware and software standpoint, the
CRAY X-MP can be integrated easily into a user’s
existing computer environment. Hardware and
software front-end interfaces for other
manufacturers’ equipment are available. And the
CRAY X-MP requires a minimum of floor space,
occupying just 112 square feet (11 square meters)
in its maximum configuration, including the
Solid-state Storage Device.

Cray computers offer the most powerful and
cost-effective computing solutions available today
for advanced scientific applications — both for
experienced supercomputer users with the most
demanding computing requirements and for newer
users whose research needs now require
supercomputer power. The CRAY X-MP features
one or more powerful CPUs, a very large central
memory, exceptionally fast computing speeds and
1/0 throughput to match. As the supercomputer
marketplace broadens, the CRAY X-MP Series of
Computer Systems will evolve to meet users’
expanding computing requirements.
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System overview




The CRAY X-MP/4 computers

The top-of-the-line CRAY X-MP/4 computer
systems offer an order of magnitude greater
performance than the original CRAY-1. They are
configured with eight or sixteen million 64-bit words
of ECL bipolar memory and provide a maximum
memory bandwidth 16 times that of the CRAY-1.
Central memory has a bank cycle time of 38
nanoseconds (nsec) and is shared by four identical
CPUs with a clock cycle time of 9.5 nsec. The
X-MP/4 mainframe is the familiar 12-column 270°
arc chassis with the same electrical requirements
as the CRAY-1,

Each of the four CRAY X-MP/4 processors has
scalar and vector processing capability and ¢can
access all of central memory. The CPUs may
operate independently on separate jobs or may be
organized in any combination to operate jointlyon a
single job.

ACH CONTOURS
X=431.8

The raw computational power of the CRAY X-MP/4
systems is augmented by the powerful input/output
and data-handling capabilities of the CRAY 1/O
Subsystem (I0S). The {0S is integral to all CRAY
X-MP computers and enables fast, efficient data
access and processing by the CPUs.

Cray Research’s DD-49 disk drive matches the
power of the X-MP/4 models, offering 1200-Mbyte
capacity, sustained transfer rates of 9.8 Mbyte/sec
and very fast access times (2 milliseconds).-

In addition to high-capacity, fast access disk
technology, the field-proven SSD offers up to 1024
Mbytes of very fast random-access secondary
MOS memory. The SSD connects to the CRAY
X-MP/4 systems through two very high-speed -
channels with a maximum aggregate transfer rate
of 2000 Mbyte/sec. The SSD, in conjuction with the
X-MP/4 multiprocessor architecture, enables users
to fully exploit existing applications and to develop
new algorithms to solve larger and more
sophisticated problems in science and engineering
— problems that could not be attempted before due
to computational or 1/0 limitations.




The CRAY X-MP/2 computers

The field-proven CRAY X-MP/2 models have
become the established price and performance
leaders in the supercomputer industry. The new
X-MP dual-processor systems offer up to four times
the memory and require only half the electrical
power of the original CRAY X-MP/2 systems.
Overall throughput is typically three to five times
that of a CRAY-1.

The CRAY X-MP/2 systems are available with
four, eight or sixteen million 64-bit words of shared
MQOS central memory, providing a maximum
memory bandwidth four times that of the CRAY-1.
Each CPU has a 9.5 nsec clock cycle time and
memory bank cycle time of 76 nsec. The CRAY
X-MP/2 models consist of eight vertical columns
arranged ina 180°arc.

As with the X-MP/4 systems, the CRAY X-MP/2
CPUs can operate independently on different
programs or can be harnessed together to operate
on a single user program,

CRAY X-MP/2 computers incorporate the same 1/0
Subsystem and SSD hardware as the X-MP/4
models. One SSD channel, with a total transfer rate
of 1000 Mbyte/sec, connects the optional SSD to
the mainframe. Typically, the system is configured
with DD-49 disk drives.




The CRAY X-MP/1 computers

The CRAY X-MP/1 models combine a single CRAY
X-MP CPU with one, two, four or eight million 64-bit
words of static MOS memory. Memory bandwidth is
four times that of the CRAY-1. Single processor
CRAY X-MP systems typically provide the user with
1.5 to 2.5times CRAY-1 power at a comparable
cost. The CRAY X-MP/1 CPU has a 9.5 nsec clock
cycle time, and a memory bank cycle time-of 76
nsec. The X-MP/1 mainframe is a six-column, 135°
arc chassis requiring the same electrical power as
the X-MP/2.

CRAY X-MP/1 models use the same /O Subsystem
and support the same range of Solid-state Storage
Device models as the CRAY X-MP/2 models.
Typically, the X-MP/1 is configured with DD-39 disk
drives.

With the availability of a wide range of applications
software and its superior price/performance
characteristics, the entry-level CRAY X-MP is
particularly appropriate for the first-time
supercomputer customer.




CRAY X-MP design

The CRAY X-MP Series design combines
high-speed scalar and vector processing with
multiple processors, large and fast memories and
high-performance 1/0. The result is exceptional
speed and high overall system throughput.
Innovative architecture and technologies built into
the CRAY X-MP make such performance a
practical reality.

Processors

Each CRAY X-MP processor offers very fast scalar
processing with high-speed processing of long and
short vectors. Additionally, multiprocessor models
enable the user to exploit the extra dimension of
multitasking.

The scalar performance of each processor is
attributable to its fast clock cycle, short memory
access times and large instruction buffers. Vector
performance is supported by the fast clock, paralle!
memory ports and flexible hardware chaining.
These features allow simultaneous execution of
memory fetches, arithmetic operations and memory
stores in a series of linked vector operations. As a
result, the processor design provides high-speed
and balanced vector processing capabilities for
shortand long vectors characterized by heavy
register-to-register or heavy memory-tc-memory
vector operations.

The overall effective performance of each
processor executing typical user programs with
interspersed scalar and vector codes (usually short
vectors) is ensured through fast data flow between

scalar and vector functional units, short memory
access time for vector and scalar references and
short start-up time for both scalar and vector
operations. As a result, CRAY X-MP computers offer
high performance using the standard FORTRAN
compiler, without the need for hand-coding or
algorithm restructuring.

Onall models, a second vector logical unit is used
to provide twice the execution speed of bit-level
logical operations in each CPU.

Each X-MP processor also includes instructions for
the efficient manipulation of randomly distributed
data elements and conditional vector operations.
Gather/scatter instructions allow for the
vectorization of randomly organized data, and the
compressed index instruction allows for the
vectorization of unpredictable conditional
operations. With these features, CPU performance
can be improved by a factor of five for program
segments dependent on the manipulation of sparse
matrices.

Central memory

Depending on the model, one to sixteen million
64-bitwords of directly addressable memory is
available with the CRAY X-MP Series. Options for
field upgrade of memory are available on all
models. The large memory sizes enable users to
solve larger problems than before without the need
for out-of-memory techniques. CRAY X-MP memory
features single-bit error correction, double-bit error
detection (SECDED) logic.




The CRAY X-MP multiprocessor systems share a
central memory organized in interleaved memory
banks that can be accessed independently and in
parailel during each machine clock period. Each
X-MP processor has four parallel memory ports
connected to central memory: two for vector

fetches, one for result store and one for indepen-
dent I/0 operations. Thus, each processor of a
CRAY X-MP system has four times the memory
bandwidth of a CRAY-1. Ensuring high efficiency,
the multiport memory has built-in conflict resolution
hardware to minimize delays and maintain the
integrity of simultaneous memory references to the
same memory bank.

The interleaved and efficient multiport memory
design, coupled with the short memory cycle time,
provides high-performance memory organization
with sufficient bandwidth to support high-speed
CPU and I/0 operations in parallel.

Muitiprocessors and multitasking

The CRAY X-MP multiple-CPU configurations have
made Cray Research the recognized leaderin
multiprocessing. They continue to offer users the
opportunity to process jobs faster than with single
CPUs by using either multiprocessing or
multitasking techniques.

Multiprocessing allows several programs to be
executed concurrently on multiple CPUs of a single
mainframe. Multitasking is a feature that allows two
or more parts of a program (tasks) to be executed in
parallel sharing a common memory space, resulting
in substantial throughput improvements over
serially executed programs. Performance
improvements are in proportion to the number of
tasks that canbe constructed for the program and
the number of CPUs that can be applied to the
separate tasks.




When executing in multitasking mode, all
processors are identical and symmetrical in their
programming functions; no CPU is dedicated to any
one function. Any number of processors (a cluster)
can be dynamically assigned to perform multiple
tasks of a single job. In.order to provide flexible and
efficient multitasking capabilities, special hardware
and software features have been built into the
systems. These features allow one or more
processors to-access shared memory or
high-speed registers for rapid communication and
data transmission between CPUs. All of these
capabilities are made available through library
routines which can be accessed from FORTRAN. in
addition, hardware provides built-in detection of
deadlocks within a cluster of processors.

Experience shows that multitasked applications
running on CRAY X-MP/2 computers can realize
speed increases of 1.8 to 1.9 times over
single-processor CRAY X-MP execution times;
speed increases of 3.5 to 3.8 times have been
achieved with the CRAY X-MP/4 systems.

Input/output processing

For super-scale problems requiring extensive data
handling, Cray has developed hardware that
ensures computing power is:not held captive by 1/0
limitations. The architecture of the 10S, with its
paralle! data paths and direct access to main
memory, results in a very high I/0 bandwidth with a
minimum of interference to computation.

The 1/0O Subsystem (108) is anintegral part of the
CRAY X-MP desigh and acts as a data distribution
point for the X-MP mainframe. The IOS handles /O
for a variety of front-end computer systems and
peripherals such as disk units and plug-compatible
I1BM Series 3420 and 3480 tape subsystems. The
|0Sincludes two, three or four interconnected I/O
processors, each with its own local memory, and a
common buffer memory.
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Buffer memory is solid-state secondary storage,
accessible by all of the I/0 processors in the 10S.
With its 8, 32 or 64 Mbytes of static MOS memory, it
provides 1/O buffering of data to and from the
peripheral devices. It can also be used to store user
datasets, thus contributing to faster and more
efficient data access by the CPUs.

Complementing and balancing CRAY X-MP
computing speeds are the DD-39 and DD-49 disk
drives, high density (1200-Mbyte) magnetic
storage devices. The DD-39 can sustaina data
transfer rate of 5.9 Mbyte/sec with an average
access time of 18 milliseconds (msec); the DD-49
can sustain a rate of 9.8 Mbyte/sec with an average
access time of 16 msec. These disks are the fastest
available, and when combined with the data
handling and buffering capability of the 10S, they
provide unsurpassed I/0 performance. From 2 to
32 disk drives can be connected toan /0
Subsystem for up o 38 gigabytes of total disk
storage. Typically, DD-49 disks are configured on
the CRAY X-MP/4 and CRAY X-MP/2 and DD-39
disks are configured on the CRAY X-MP/1.

Effective disk transfer rates can be increased
further by the use of optional disk striping
techniques. When specified, striping causes
system software to distribute a single user dataset
across two to five disk drives, depending on the
device type. Successive disk blocks are allocated

cyclically across the drives-and consecutive blocks
can thus be accessed in parallel. The resultant /O
performance improvements are in proportion to the
number of disk drives used. DD-49 disks may be
striped two or three wide; DD-39 disks may be
striped two to five wide.

The CRAY X-MP supports three channel types,
identified by their maximum transfer rates: 6
Mbyte/sec, 100 Mbyte/sec and 1000 Mbyte/sec.
Depending on the X-MP model, two or four 6-Mbyte
channels and one to four 100-Mbyte channels are
connected to each system. The 100-Mbyte
channels are available for transferring data
between the 1/0 Subsystem and central memory
and/or to the SSD.

Solid-state Storage Device

The optional Solid-state Storage Device (SSD) isa
very fast random-access device suited for use with
the CRAY X-MP. The SSD in conjunction with
multiprocessor architecture allows the
development of algorithms to solve larger and more
sophisticated problems in science and engineering.

The SSD is used as a fast-access device forlarge
prestaged or intermediate files generated and
manipulated repetitively by user programs.
Datasets may be assigned to the SSD by a single
Cray Operating System (COS) control statement
without modification of the user program.




System performance is significantly enhanced by
the SSD’s exceptionally high transfer rates and
short data access times. Up to 1024 Mbytes of
rapid-access MOS memory may be configured on
an SSD. Transfer rates of 100 to 1000 Mbyte/sec
per channel and access times of less than 25
microseconds are achievable between the SSD
and an X-MP mainframe. The SSD offers significant
potential for performance improvement on
}/O-bound applications, and thus allows users to
develop new algorithms that would not otherwise
be practical with traditional disk I/0.

An SSD can also be connected to the I/0
Subsystem. This connection enables data to be
transferred between the 10S and the SSD directly,
without passing through central memory.

On the CRAY X-MP/4, support is provided to link the
SSD to the mainframe via two 1000-Mbyte
channels. For linkage to the X-MP/1 and X-MP/2
models, one 1000-Mbyte channel is used.

Physical characteristics

The CRAY X-MP isextremely compact; keeping
wire lengths short minimizes signal propagation
times. The elegant and compact CRAY X-MP/1
mainframe consists of six vertical columns
arranged in a 135°arc that occupies 32 square feet
(3 square meters) of floor space. A CRAY X-MP/2
model consists of eight vertical columns arranged
in a 180°arc that occupies 43 square feet (4 square
meters) of floor space. And a CRAY X-MP/4 system
is composed of 12 vertical columns arranged in a
2700 arc and requires just 64 square feet (6 square
meters) of floor space.

The accompanying 1/O Subsystem is composed of
four vertical columns in a 90° arc and occupies 24
square feet (2.3 square meters) of floor space. The
IOS can be positioned up to 19 feet (5.8 meters)
from the mainframe.

12



The optional SSD consists of four columns arranged
in a 90° arc occupying 24 square feet {2.3 square
meters) and is connected to the mainframe through
one or two short aerial bridgeways, depending on
model.

High-speed 16-gate array integrated logic circuits
are used in the CRAY X-MP CPUs. These logic
cireuits, with typical 300 to 400 picosecond
propagation delays, are faster and denser than the
circuitry used in the CRAY-1. CRAY X-MP/4

\ A

o

memory is composed of ECL bipolar circuits; CRAY
X-MP/1 and CRAY X-MP/2 memory is composed of
static MOS components. ‘

The dense concentration of components requires
special cooling techniques to overcome the
accompanying problems of heat dissipation. A
proven, patented cooling system using liquid
refrigerant cooling maintains the necessary internal
system temperature which contributes to high
system reliability and minimizes the requirement for
expensive room cooling equipment.
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CRAY X-MP software

A full range of system and applications software
compatible with that provided onthe CRAY-1
computer systems is available for the CRAY X-MP
systems. This software includes the efficient Cray
Operating System (COS), an auto-vectorizing ANSI
78 Cray FORTRAN compiler, extensive FORTRAN
and scientific library routines, program and dataset
management utilities, debug aids, a selection of
compilers, a powerful Cray assembler (CAL)and a
wealth of third-party and public-domain application
codes.

The operating system, the FORTRAN compiler and
library programs are designed to allow users to take
advantage of the vectorizing, multiprocessing and
multitasking features of the CRAY X-MP systems.
Multitasking is a technique whereby an application
program can be partitioned into independent tasks
that can execute in parallel on a muitiprocessor
CRAY X-MP system. Two methods can be used:
FORTRAN callable subroutines to explicitly define
and synchronize tasks at the subroutine level, or a
FORTRAN preprocessor to identify DO loops whose
independent iterations may be dispatched to
separate processors. The first method
(macrotasking) is best suited to programs with
large tasks running with dedicated processors. The
second method (microtasking) is beneficial for
programs with any size tasks running in either a
dedicated or a production environment.

R
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The Cray Operating System efficiently delivers the
full power of the hardware to both batch and
interactive users. The operating system, which is
distributed between central memory and the {OS,
effectively manages high-speed data transfers
between the CRAY X-MP and peripherals such as
disks, SSD and on-line magnetic tapes. Standard
system software is also offered for interfacing the
CRAY X-MP Computer System with other vendor's
operating systems and with networks. This is
described further under “System Integration”. COS
also includes a variety of utility programs that assist
in program development and maintenance.

Cray's FORTRAN compiler fully meets the ANSI 78
standards while offering a high degree of automatic
scalar and vector optimization within these
standards. The Cray compiler permits maximum
portability of programs between different Cray
systems and accepts many nonstandard constructs
written for other vendor's compilers. There is no
need for using nonstandard vector syntax to
produce vectorized object code. The compiler is
fully supported by highly optimized FORTRAN and
scientific library routines for maximum performance
from the CRAY X-MP Series computers.

The success of the CRAY-1 stimulated the
development of a wide variety of third-party and
public domain application programs, which are now
available on CRAY X-MP computers. Major
applications codes are offered for the CRAY X-MP
in fields such as computational fluid dynamics,
mechanical engineering, nuclear safety, circuit
design, seismic processing, image processing,
molecular modeling and artificial intelligence.

S
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Cray Research provides support for the ongoing
process of converting and maintaining applications
software on the CRAY X-MP Series. A compre-
hensive directory of available programs is
published by the Cray Applications Software
Library Service.

The above-mentioned software teamed with an ISO
Level 1 Pascal compiler, a sort package,a C
compiler and many other software tools and
products, provides users with the software they
need to use the CRAY X-MP to its fullest capabilities.

15



Systemintegration

CRAY X-MP Series computers are designed to be
connected easily to one or more front-end
computer systems. Thus,a CRAY X-MP computer
can be added into an existing configuration so that
the end user continues to work in a familiar
computer environment but now has.access toa
considerably greater computational resource. Jobs
can be submitted from a front-end to the CRAY
X-MP for processing and results returned to the
user on the originating front-end or optionally to a
different front-end. Data can be transferred readily
between any front-end system and the X-MP, with
data conversion and reformatting handled
automatically by software.

Cray Research offers hardware interfaces that
connect the CRAY X-MP I/0 Subsystem to a wide
variety of front-end equipment, including IBM, CDC,
DEC, Data General, Sperry and Honeywell.
Additionally, the 1/0 Subsystem may be connected
to one or more Network Systems Corporation
HYPERchannel™ adapters for those installations
wishing to configure their CRAY X-MP ina
high-speed local area network.

Cray Research provides software interface support
for a variety of front-end systems. Station software
runs on the front-end system and provides the
logical connection between other vendors’
equipment and CRAY X-MP computers. Standard
Cray software is available for the following: IBM
MVS and VM, CDC NOS and NOS/BE, DEC
VAX/VMS, Data General RDOS and AT&T UNIX™.
Station software for Sperry and Honeywell
operating systems is-currently available from
third-party sources.

16



Support and maintenance

Customer support

Cray Research has developed a comprehensive
array of support services to meet customer needs.
From pre-installation site planning through the life
of the installation, ongoing on-site engineering and
system software support is provided. Additional
assistance is available from technical centers
throughout the company.

Cray Research provides comprehensive
documentation and offers customer training on-site
orat Cray training facilities. Cray Research's
responsive customer support program results from
extensive accumulated experience in the
supercomputer business and from a strong
customer orientation.

CRAY X-MP reliability and
maintenance

Cray Research recognizes the need for high system
reliability while maintaining a high level of
performance. The use of higher-density integrated

circuits, an overall higher level of component Preventive maintenance techniques identify
integration and an increased cooling capacity, all potential problems before they affect system
ensure that X-MP system reliability exceeds that of performance. Diagnostics can be invoked locally at
the CRAY-1. Components used in CRAY X-MP the customer's site or remotely by Cray Research
computers undergo strict inspection and checkout technical support personnel. The Cray maintenance
prior to assembly into a system. All CRAY X-MP philosophy is to repair and replace modules on-site
Series computers undergo rigorous operational and with minimum system downtime and highest
reliability tests prior to shipment. system availability.

17



CRAY X-MP design detail

Mainframe

CRAY X-MP single- and
multiprocessor systems are
designed to offer users outstanding
performance on large-scale,
compute-intensive and 1/0-bound
jobs.

CRAY X-MP mainframes consist of
six (X-MP/1), eight (X-MP/2) or
twelve (X-MP/4) vertical columns
arranged in an arc, Power supplies
and cooling are clustered around the
base and extend outward.

Memory size

{mitlions of Number
Model Number of CPUs 64-bit words) of banks
CRAY X-MP/416 4 16 64
CRAY X-MP/48 4 8 32
CRAY X-MP/216 2 16 32
CRAY X-MP/28 2 8 32
CRAY X-MP/24 2 4 16
CRAY X-MP/18 1 8 32
CRAY X-MP/14 1 4 16
CRAY X-MP/12 1 2 16
CRAY X-MP/11 1 1 16

A description of the major system
components and their functions
follows.

CPU computation section

Within the computation section of
each CPU are operating registers,
functional units and an instruction
control network — hardware
elements that cooperate in executing
sequences of instructions. The
instruction control network makes all
decisions related to instruction issue
as well as coordinating the three
types of processing within each
CPU: vector, scalarand address.
Each.of the processing modes has
its associated registers and
functional units.

The block diagram of a CRAY
X-MP/4 (opposite page) illustrates
the relationship of the registers to the
functional units, instruction buffers,
1/0 channel control registers,
interprocessor communications
section and memory. For
multiple-processor CRAY X-MP
models, the interprocessor

communications section coordinates
processing between CPUs, and
central memory is shared.

Registers
The basic set of programmable
registers is composed of:

Eight 24-bit address (A) registers
Sixty-four 24-bit intermediate address
(B) registers
Eight 64-bit scalar (S) registers
Sixty-four 64-bit scalar-save
(T) registers
Eight 64-element (4096-bit) vector (V)
registers with 64 bits per element

The 24-bit A registers are generally
used for addressing and counting
operations. Associated with them are
64 B registers, also 24 bits wide.
Since the transfer between an A and
a B register takes only one clock
period, the B registers assume the
role of data cache, storing
information for fast access without
tying up the A registers for relatively
long periods.

18



CRAY X-MP system organization

Vregisters
B registers
64 64-bit

“elements per

register

Vector mask
: {B4-bits)

Vector length
(7 bits)

Vector functional
units

-Add/subtract
Shi

hift
Logical (2)
Population
{64-bit arithmetic)

Floating point..,

~functional u
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The 64-bit S registers.are used for
floating-point, logical and some
integer and character operations.
The 64-bit T registers act as cache
memory for the S registers. Typically,
the B and T registers are used for
storing local variables within
subroutines.

Each of the eight V registers is
actually a set of sixty-four 64-bit
registers. The V registers are used for
vector operations. Successive
elements from a'V register entér a
functional unit in successive clock
periods. The effective length of a
vector register for any operation is
controlled by a program selectable
vector length (VL) register. The
vector employed in any calculation
need not contain exactly 64
elements. A vector mask (VM)
register allows for the logical
selection of particular elements of a
vector.

In addition to the operating registers,
the CPU contains a variety of
auxiliary and control registers. These
generally are notaccessible toa
programmer.

Addressing

Instructions that reference data do so
on a word basis. Branch instructions,
on the other hand, reference parcels
within words; the lower two bits of an

address identify the location of an
instruction:parcel in a word.
Significantly, the destination of a
jump can be any instruction parcel in
a four-million-word instruction
segment; word alignment is not
required.

The expanded addressing capability
in the 8- and 16-million-word
systems is accomplished by using
24-bit directword addressing of data
elements while retaining 24-bit
parcel.addressing for instruction
references. In addition there is a
mode that allows the execution of a
program that is compatible with
conventional 22-bit data addressing.

Hardware supports separation of
memory segments for each user's
data and program, thus facilitating
concurrent programming.

Instruction set

The comprehensive CRAY X-MP
instruction set features over 100
operation codes and provides for
both scalar and vector processing.
Most instructions occupy 16 bits
(one parcel); certain branch
instructions and memory reference
operations occupy 32 bits (two
parcels).

Floating-point instructions provide for
addition, subtraction, multiplication
and reciprocal approximation. The
reciprocal approximation instruction
enables CRAY X-MP computers to
have a completely segmented divide
operation using a floating-point
divide algorithm.

Integer addition, subtraction-and
multiplication are provided for by the
hardware. An integer multiply
operation produces a 24-bit result;
an addition or subtraction produces
either a 24-bit or a 64-bit result. An
integer divide is accomplished
through a software algorithm using
floating-point hardware.

The instruction set includes Boolean
operations for OR, AND, exclusive
OR and for a mask-controlied merge
operation. Shift operations allow for
the manipulation of 64-bit or 128-bit
operands to produce a 64-bit result.
Similar 64-bit arithmetic capability is
provided for both scalar and vector
processing.

A-programmer may index throughout
memory in-either scalar or vector
processing mode. This full indexing
capability allows matrix operations in
vector mode to be performed on
rows, columns, diagonals and, in
general, on any set of data thatis
stored in memory with regular
spacing between elements with no
performance degradation relative to
sequentially stored data elements.
With gather/scatter, a vector of
indices may be used to reference a
random pattern of data in memory.
Additionally, a compressed or dense
index may be generated containing
only those items that correspond to
some testable condition.

Instructions for population, parity and
leading zero counts (scalar only)
return bit counts based on register
contents.
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Instructions for population, parity and
leading zero counts (scalar only)
return bit counts based on register
contents.

Programmabile clock

A 32-bit programmable real-time
clock that has a frequency of 105
MHz, corresponding to an increment
of 9.5 nsec, is a standard feature of
CRAY X-MP Series computers. This
clock allows the operating system to
force interrupts to occurata
particular time or frequency.

Data structure

CRAY X-MP internal character
representation is in ASCIl with each
64-bit word able to accommodate
eight characters.

All integer arithmetic is performed in.
24-bit or 64-bit 2's complement
mode. Floating-point numbers (64-bit
guantities) consist of a signed
magnitude binary coefficientand a
biased exponent. The unbiased
exponent range is:

2-200008 to 2+1 77778 ,

or approximately
1 0-2466 to1 O+2466

An exponent greater than or equal to
2+20000_ s recognized as an overflow
condition and causes an interrupt if

floating point interrupts are enabled.

Functional units

Instructions other than simpie
transmit or control operations are
performed by hardware elements
known as functional units. Each
functional unit specializes in
implementing algorithms for a
specific portion of the instruction set
and operates independently of the
other units. A functional unit performs
its operation in a fixed time called the
functional unit time. No delays are
possible once the operands have
been delivered to a functional unit.

Allfunctional units have one-
clock-period segmentation. As a
result, information arriving at or
moving within the unit is captured
and held in a new set of functional
unit registers at the end of every
clock period. New pairs of operands
can thus enter the functional unit
each clock period even though the
unit may require more than one clock
period to complete the calculation.

Functional units can operate
concurrently so that, in addition to the
benefits of pipelining (each unit can
be driven at a result rate of one per
clock period), there is also
parallelism across the units.

The functional units can be thought
of as forming four groups: address,
scalar, vector and floating-point (see
next page). The first three groups act
in conjunction with one of the three
primary register types to support
address, scalar and vector modes of
processing. The fourth group,
floating-point, can support either

scalar or vector operations and
accepts operands from or delivers
results to scalar or vector registers
accordingly.

The exchange sequence
Instruction issue is terminated by the
hardware upon detection of an
interrupt condition. Ail memory bank
and functional unit activity is aliowed
to finish. To switch execution in order
to handle the interrupt, the CRAY
X-MP executes an exchange
sequence. This causes program
parameters for the next program to
be exchanged with current
information in the operating registers.
Eachprogram in the system has
associated with it a 16-word block
called an exchange package
containing the parameters used in its
execution sequence. Only the
address and scalar registers are
maintained in a program’s.exchange
package.

Exchange sequences may be
initiated automatically upon
occurrence of an interrupt condition
or may be initiated voluntarily by the
software.

CPU intercommunication section
The CRAY X-MP CPU intercom-
munication section, present on CRAY
X-MP multiprocessor systems,
comprises five (CRAY X-MP/4) or
three (CRAY X-MP/2) clusters of
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shared registers for interprocessor
communication and synchronization.
Each cluster of shared registers
consists of eight 24-bit shared
address (SB) registers, eight 64-bit
shared scalar (ST) registers and
thirty-two one-bit synchronization
(SM) registers.

Under operating system control, a
cluster may be allocated to zero, one,
two, three or four processors,
depending on system configuration.
The cluster may be accessed by any
processor to which itis allocated in
either user or system (monitor)
mode. Any processor in monitor

mode can interrupt any other, and
cause it to switch from user to
monitor mode. Additionally, each
processor in a cluster can
asynchronously perform scalar or
vector operations dictated by user
programs. The hardware also
provides built-in detection of system
deadlock within the cluster.

Real-time clock

Programs can be precisely timed
with a 64-bit real-time clock shared
by the processors thatincrements
once each 9.5 nsec.

CPU control section

Each CRAY X-MP CPU contains its
own control section. Within each of
these are four instruction buffers,

eachwith 128 16-bit instruction
parcels, twice the capacity of the
CRAY-1 instruction buffer. The
instruction buffers of each CPU are
loaded from memory at the burst rate
of eight words per clock period.

The contents of the exchange
package are augmented to include
cluster.and processor numbers.
Increased data protection is also
made possible through a separate
memory field for user programs and
data. Exchange sequences occur at
the rate of two words per clock
period on the CRAY X-MP.
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Central memory

CRAY X-MP central memory.canbe
one, two, four, eight or 16 million
words (depending on model). A Cray
word is composed of 64 data bits
and eight.check bits. Central
memory is shared by the CPUs.on
multiprocessor systems.and is
arranged in interleaved banks. The
interleaved memory banks enable
extremely high transfer rates through
the 1/O Section and provide low
read/write times for vector
processing. All banks can be
accessed independently and in
parallel during each machine clock
period. Based on a 9.5 nsec clock
period, bank cycle time is 38:nsec on
CRAY X-MP/4 computers and 76
nsec on CRAY X-MP/1 and X-MP/2
MOS memory models. The table on
page 18 indicates memory size and
banking arrangements for X-MP
computers.

Each processor of the X-MP product
line has four parallel memory ports;
three for vector and scalar
operations and one for /0. The
multiport memory has built-in conflict
resolution hardware to minimize
delays and maintain the integrity of
all memory references to the same
bank at the same time.

All CRAY X-MP models provide a
flexible hardware chaining
mechanism for vector processing.
This feature enables a resultvector
to be used at any time as an.operand
in a succeeding operation. Also,
vector chaining to and from memory
is possible.

Consider the vector triad operation
Al) =B + S=C{D)

where S is.a scalar, B and C are two
input vectors, and A is the output

Model Channel type

1000-Mbyte 100-Mbyte 6-Mbyte
CRAY X-MP/4 2 4 4
CRAY X-MP/2 1 2 4
CRAY X-MP/1 1 1or2 20r4

vector. The multiple memory access
ports on X-MP systems enable two
operands to be read and one to be
written simultaneously. Thus, the
reads of B and C, the multiply, the
add and the write into A will all chain
together and execute in paraliel. In
general,the CRAY X-MP enables
memory block transfers tothe B, T
and V registers in parailel with vector
arithmetic operations.

In addition, the CRAY X-MP provides
hardware support for vector
conditionals. Gather/scatter
operations (chainable from other
vector memory fetches and stores)
and compressed-index generation
facilitate and speedup execution of
various conditional vector operations
realized from ordinary user
programs. All CRAY X-MP computers
allow execution of two vector logical
operations of the same type at the
same time.

Input/output section

The 1/0 section of the CRAY X-MP
may be equipped with a variety of
high-performance channels for
communicating with the mainframe,
the 1/0O Subsystem and the
Solid-state Storage Device. The latter
two devices are high-speed data
transfer devices designed to support
CRAY X-MP processing speeds.

CRAY X-MP computers support three
channel types identified by their
maximum transfer rates as 6-Mbyte,
100-Mbyte and 1000-Mbyte
channels. The table above indicates
channel support capabilities on
CRAY X-MP systems.

Input/output

1/0 Subsystem

The power of the CRAY X-MP is
enhanced by the 170 Subsystem
(108). The 108, with its multiple /0
processors (I0Ps), acts as a data
concentrator and data distribution
point for the CRAY X-MP mainframe.
A minimum of two 1OPs is configured
on X-MP/1 and X-MP/2 systems, and
four IOPs are standard on the
X-MP/4. A maximum of four IOPs is
possible on all CRAY X-MP
Computer Systems. The 10S handles
1/O for a variety of front-end
computer systems and for
peripherals such as disk units and
magnetic tape units. A direct-access
path is also available between the
I0S and the SSD.

23



One |/O processor is always
designated as a master processor
and is used for communication with
all front-end computer systems and
for controlling maintenance
peripherals. Typically, one or two /O
processors can be used for
controlling disk storage units. IOPs
are linked to central memory via one
ortwo 100-Mbyte channels.

When there are three or four /0
processors in-an |08, one can be
designated for block multiplexer
control. The block multiplexer IOP
supports many-concurrent data
streams, and up to 48 tape units ata
time may be configured and active.
The tape units supported are
IBM-compatible 9-track, 200 IPS,
1600/6250 BPI devices and IBM
Series 3480 tape cartridge
subsystems. They are connected to
the IOP by one to eight block
multiplexer channels.

I0S buffer memory isa separate
independent storage unit composed
of 8, 32 or 64 Mbytes of MOS
integrated circuits. For an X-MP/4,
buffer memory must be 32 Mbytes or
larger. The IOPs connect to buffer
memory through 100-Mbyte ports.
Buffermemory is SECDED-protected
and is field-upgradable.

The 1/0 Subsystem IOPs, buffer
memory and controllers are mounted
in four columns arranged in a 90° arc
with power supplies hidden by
benchlike extensions arranged
around the outside of the base. This
cabinet may be positioned up to 19
feet (5.8 meters) from the mainframe.

Solid-state Storage Device

The Solid-state Storage Device is
available in sizes of 256,512 or 1024
Mbytes of on-line storage; memory is
made of MOS semiconductors and is
fully field-upgradable. The SSD is
used as an exceptionally fast-access
disk device. Datasets are identical to
those on disk storage, providing
portability and flexibility. Storage on
the SSD is allocated as with disk
storage; just one job control
language statement is required for
each dataset assigned to the SSD.
Software features allow for SSD
resource management including
automatic overflow to disk, if
required. User data access time can
be as little as 25 microseconds.

On the CRAY X-MP/4, the SSD is
connected to the mainframe through
two 1000-Mbyte channels, while on
the X-MP/1 and X-MP/2 systems, this
connection is via one 1000-Mbyte
channel. SSD memory is fully
equipped with SECDED logic.

The SSD cabinet closely resembles
the 10S. Itis made of four vertical
columns arranged in a 90° arc
mounted in a bench-like base.

DD-39 and DD-49 disk drives

Cray's very high performance DD-39
and DD-49 magnetic storage disk
drives support the data capacity and
transfer speed requirements of the
largest CRAY X-MP computers. The
DD-39 has a capacity of 1200
Mbytes and can sustain a data
transfer rate of 5.9 Mbyte/sec. The
DD-49 also has a capacity of 1200
Mbytes, however, it can sustain a rate
of 9.8 Mbyte/sec.

Up to 32 disk drives may be
configured on a CRAY X-MP system.
A combination of DD-39 and DD-49
drives may be configured on the
same system.

Front-end interfaces

CRAY X-MP computers are
interfaced to front-end computer
systems through the I/O Subsystem.
Up to seven front-end interfaces,
identical to those used in the
CRAY-1, can be accommodated.
Users may also elect to supply
Network Systems Corporation (NSC)
channel adapters in place of one of
the front-end interfaces, thus
enabling interfacing to many
systems. The hardware connection
between CRAY X-MP systems and
Apollo workstations is via NSC
HYPERchannel.

Cray Research currently provides
front-end interface support for IBM,
CDC, DEC, Sperry and Honeywell
systems. Front-end interfaces
compensate for differences in
channel widths, word size, logic
levels and control protocols between
other manufacturers’ equipmentand
the CRAY X-MP.
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The CRAY X-MP Series of Computers ~a famlly of supercomputers that
offers flexibility for the broad and growing range of scuence and
engmeermg computational needs at all levels.

State-of-the-art technology, outstanding price/performance, flexible and
balanced system design and a commitmentto customer support with the
resources to provide it — these are the reasons that Cray Research
computer systems remain the large-scale computatronal tool of choice the
world over.

The equipment specifications contained in this brochure and the availability of said
equipment are subject to change without notice. For the latest information, contact
your local Cray Research-sales office:

CRAY-1 and SSD are registered trademarks and CRAY X-MP is a trademark of Cray
Research, Inc:

HYPERchannel is a registered trademark of Network Systems Corporation.
Apollo.and DOMAIN are registered trademarks of Apolio Computer, Inc.

Sun Workstation is a registered trademark-and Sun Microsystems is.a trademark of
Sun Microsystems, Inc.

UNIX s atrademark of AT&T Bell Laboratories.
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*16 fewer Disk Storage Units can be configured if Block Multiplexer Channel Controllers are configured.
**Optionally one per CRAY X-MP.
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1/O Section

The /O Section of the CRAY X-MP
mainframe, shared by the two CPUs, may be
equipped with a variety of high-performance
channels for communicating with the
mainframe, the /O Subsystem, and a Solid-
state Storage Device (SSD). The CRAY X-MP
supports three channel types identified by
their maximum transfer rates as 6 Mbytes/sec,
100 Mbytes/sec, and 1250 Mbytes/sec.

Four 6-Mbyte/sec channels are available for
communication with the mainframe. In
addition, two 100-Mbyte/sec channels are
provided. At least one of the 100-Mbyte/sec
channels and one of the 6-Mbyte/sec
channels must be connected to the VO
Subsystem. The 1/O. Section is also equipped
with a single 1250-Mbyte/sec SSD channel.

To increase CPU efficiency and encourage
parallel /O processing, no peripherals such
as disk units are attached directly to the
mainframe.

IO Section Summary
[ Four 6-Mbyte/sec channels for
communication with the mainframe
- 16 data bits, 3 control bits, and 4
parity bits
[ Two 100-Mbyte/sec channels for data
transmissions to/from the I/O Subsystem
—64 data bits, 3 control bits, and 8
check bits in each direction
[0 One 1250-Mbyte/sec channel for use with
the SSD

— 128 data bits and 16 check bits in
each direction

1O Subsystem

The power of the CRAY X-MP is enhanced by
the /O Subsystem (I0S). The 10S with its
multiple /O processors, acts as a data
concentrator and data distribution point for
the CRAY X-MP mainframe. It can handle /O
for a variety of front-end computer systems
and for peripherals such as disk units and
user-supplied magnetic tape units.

One of the four /O processors is always
designated as a master processor and is used
for communication with all front-end
computer systems and for controlling
maintenance peripherals. One to three of the
/O processors can each be used for
controlling 16 DD-29 Disk Storage Units.
Each DD-29 has a capacity of 600 Mbytes.
Either one or two of these can be connected
to a 100 Mbyte/sec channel between disks
and Central Memory. When there are three or
more 1/O processors in an IOS, one can be
designated for block multipiexer control. This
IOP supports up to 8 concurrent data streams
and up. to 64 configurable tape units, 32 of
which may be active or assignable at a given
time. The tape units supported are IBM-
compatible 9-track, 200 IPS, 1600/6250 BPI
devices.

The 10S Buffer Memory consists of 8M, 32M,
or 64M bytes arranged in 8 or 16 banks,
depending on size. It is equipped with single-
bit error correction, double-bit error detection
(SECDED). Buffer Memories can be
upgraded in the field.

The /O Subsystem is housed in a cabinet
that complements the CPU cabinet. Modules
comprising Buffer Memory, /O Processors,
and controllers are mounted in four columns
arranged in a 90° arc.

/O Subsystem Summary

a

O gooood

Ooooo oA

Two to four /O Processors

12.5 nsec clock period

8, 32, or 64 Mbytes of Buffer Memory
Up to 48 600 Mbyte disk storage units

Optional Block Multiplexer Channels for
user supplied tape units

One to three Cray Research Front-End
Interfaces or user-supplied Network
Systems HYPERchannel Adapters

Operator consoles

A Peripheral Expander and associated
maintenance peripherals

1.5 tons weight

10 square feet of floor space

Liquid refrigerant cooling

400 Hz power from motor generators

Solid-state Storage Device (SSD)

Complementing the CRAY X-MP and
designed with its demanding throughput
requirements in mind, is the new Cray
Research Solid-state Storage Device (SSD).
The SSD is available in sizes of 64, 128, or
256 million bytes of on-line storage.
Memories are fully field-upgradable from the
smallest to the largest sizes offered. Using the
latest memory chip technology, the SSD
greatly reduces the access and transfer times
over that for conventional rotational storage
devices.

The SSD connects to the CRAY X-MP
mainframe through the specially designed
1250 Mbyte/sec channel so that theoretically
the hardware can transfer 8 million bytes of
data in 8 milliseconds between the SSD and
the mainframe.

The SSD cabinet closely resembles the
cabinet of the /O Subsystem. Similar design
to that of the mainframe is used in the power
supplies and the liquid refrigerant cooling
system. Depending on existing capacities, a
site may require additional power and cooling
equipment.

Modules are arranged in 16 banks for 64
Mbyte systems, in 32 banks for 128 Mbyte
systems and in 64 banks for 256 Mbyte
systems. Transfer block sizes are a minimum
of 64 words. The memory is fully equipped
with single-bit error correction, double-bit
error detection (SECDED) logic.

Solid-state Storage Device
Summary

64 M, 128 M, or 256 M bytes arranged in
16, 32, or 64 banks

Single-bit error correction, double-bit error
detection (SECDED)

1250 Mbyte/sec maximum burst transfer
rate, assuming 64 banks

1.5 tons weight
10 square feet of floor space
Liquid refrigerant cooling

oooo o o o

400 Hz power from motor generators

11
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Several important decisions regarding design strategy were
made.

To shorten the time for circuit design, the same 16-gate ECL
gate arrays to be used in the CRAY-2 were chosen. However,
other than components, there was virtually no similarity be=-
tween the two design efforts.

Since the design requirements of the two projects were to-
tatly different, new electronic design rules needed to be
defined.

To increase the packaging density and to shorten machine cy-
cie time, new packaging techniques were employed and strin-
gent design rules were used throughout the design process,
For the first time at Cray Research, design rules and module
temperatures were checked by CAD/CAM support software.

We had the option of using an exotic cooling technology to
have denser packaging and hence a shorter clock period.
Since we were experimenting with a new architecture and new
component technoiogy, a conservative decision was made to
use an enhanced version of the CRAY-1 cooling technique.

We also had a choice between super vector speed and faster
scalar performance. It was conceivable that adding more
vector units would double or even quadrupie vector speed for
long vectors. Although it was necessary to improve vector
speed, it was more important to improve the scalar speed and
not to compromise the system throughput capability of the
machine., A deliberate decision was made to pursue a multi-
processor design instead of multiplie vector units. Vector
performance was increased, nevertheless, through other inno-
vative means.

It was also decided that the development would be done with-
in a small design team, Including logic designers, elec-
tronic, mechanical, CAD, software and application engineers,
the entire design team had less than twenty people. The de-
sign and checkout of the prototype had to be completed in a
very short timeframe before the market window was filled by
other vendors,

It was less than three years from the inception of the
project in mid 1979 to the completion of the checkout of the
prototype CRAY XMP~2 in April, 1982. I't proved once again
that innovation and productivity are possible from a small
team.

Shortly after the prototype checkout, the design of a four
processor model began. In less than two years, the develop-
ment, artwork, manufacture and checkout were completed. The
four processor version, CRAY XMP-4, was demonstrated inter-
nally the end of April, 1984,
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Additionally, it has set a new direction for supercomputing.
With its multiple vector processors, it can simultaneously
exploit two dimensions of parallelism, and, with its unsur-
passed 1/0 capabilities, can be wused in many application
areas to solve problems which previously could not have been
attempted.
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Figure 1: CRAY XMP-4 Overall System Organization
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Figure 2: CRAY XMP CPU Block Diagram
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time., Multitasking is applicable to 98 percent of the total
execution time of this highly vectorized code.

WILSON is a lattice gauge program for measuring the force
between quarks[17]. The program uses a 3 subgroup pseudo-he-
atbath algorithm for lattice link updates, and a Wilson loop
with Parisi improvement measurement algorithm app!
sweep. Parallelism occurs in the independent wupdating and
measurement of lattice link values. Multitasking may be ap-
plied to 100 percent of the execution time of a production
experiment involving a lattice of size 2ux2ux24xi8 and 3500
sweeps.

AC3D is a seismic forward modelling code used to construct
synthetic data by the solution of a 3-D wave equation[18].
The data are then compared to field results to determine a
better model for the subsurface. A Fourier method is used
which, because of its need for fewer grid points, is more
efficient than a traditional finite-difference approach.
Parallelism occurs in integrating independent spatial planes
with FFTs, Multitasking accounts for 98 percent of the exe-
cution time of a 256x256x256 size model with 1000 time
steps.

ARC3D is a Reynolds-Averaged Navier-Stokes aerodynamics code
using an implicit approximation algorithm[19]. Parallelism
is exploited in processing independent grid planes. Multi-
tasking is used in 99 percent of the execution time of a
mode! experiment having a 30x30x30 grid with 100 time steps.

HESS is a two-dimensional GaAs HEMT device simulation pro-
gram for measuring steady-state current-voltage characteris-
tics[20]. At each time step, the program solves a Poisson
equation for the new potential, and uses an explicit scheme
to update current and energy flux, electron concentration,
and average energy. Parallelism occurs within each time step
in the red/black SOR Poisson solution algorithm, and in the
natural independence found in expiicit schemes. Multitasking
accounts for 99 percent of the execution time of a produc-
tion experiment involving a 192x43 grid and 60000 time
steps.

For each program, the maximum theoretical speedup attainable

with no overhead may be computed. Let t1 be the single CPU
execution time. Then the highest speedup possible for p
processors is given by
t1
mv R L L T S —

tT* ((1.-F) + (f/p) )

where f (the degree of parallelism) is the Ffraction of t1
which is multitaskable.
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2.2 PROCESSOR COMMUNICATION AND MULTIPROCESSING

The identical processors are able to operate independently
of one another and may execute different jobs simultaneous-
ly. For the processors to communicate with one another effi-
ciently in a shared central memory environment, new hardware
mechanisms are provided for interprocessor communications.

In the multiprocessor XMPs communication among processors is
accomplished by clusters. Fach ciuster consists of eight
24-bit shared B registers, eight 64-bit shared T registers
and thirty-two 1-bit semaphore registers. Oon the two pro-
cessor XMP there are three of these clusters and on the four
processor XMP there are five clusters. One cluster is typi-
cally reserved for operating system use and the others are
available for user jobs. :

The assignment. of clusters is a function of the operating
system. Any or none of the clusters may be assigned to a
processor. However, only one cluster may be assigned to a
processor at a -time. when two or more processors are as-
signed to the same cliuster, the cluster may be used for com-
munication among those processors. The single processor XMP
does not have clusters but the functionality can be simulat-
ed in memory for multitasking communication, Oon the multi-
processors, hardware arbitrates the access to a cluster dur-
ing each machine cycle. When there is contention for the
cluster, access is rotated among the contending processors
on successive cycles,

Cluster Operations

The clustering of a processor may be interrogated.

. The 24 bit values may be transferred between a proces-
sor's A registers and the shared B registers.

The 64 bit values may be transferred between a proces-
sor's S registers and the shared T registers.

. A transfer may be made between the high order 32 bits of
a processor's S register and all 32 semaphore bits simul-
taneously.

Single semaphores may be set or clieared,

. A processor may wait for a single semaphore bit to be
clear and then set the bit.

£ oW -

an

This last operation, the wait and set function on semaphore
registers is a mechanism which includes hardware ‘interlock.
This interlock prevents a simultaneous wait and set opera-
tion on the same semaphore register from more than one pro-
cessor. This basic controi operation can be used to imple-
ment any of the other common software synchronization
mechanisms.

3-D MIGRATION CODE (1-CPU)

EXECUTION TIME SPEEDUP
with DISK with SSD
23.8 hr 3.58 hr 6.6

Figure 13: /0 speedup with SSD

5.3 MULTIPLE CPUS

The multiple processors of the XMP system are available to
support the computational needs of users in two ways for in-
creased throughput. The independence of user jobs is ex-
ploited in a multiprogramming environment for enhanced sys-
tem throughput. The independence of user tasks belonging to
a single aoc is exploited in a muititasking environment for
enhanced 'personal' throughput.

5.3.1 Multiprogramming

In batch mode, the operating system schedules independent
user jobs for the processor resources. Jobs which wait for
1/0 or other reasons are rescheduied so that jobs which are
ready to run may execute, This philosophy optimizes the
utilization of the processor resources, and results in a
system throughput speedup approaching the number of proces-
sors in the system.

A measure of the increase in system throughput is provided
by the following example. Twenty copies of a vectorized pro-
gram, each requiring 32.6 seconds of CPU time, are submitted
simultaneously. The group of jobs represents a system work-
load of 652 seconds. |If executed on a single XMP processor,
the wall clock time is also 652 seconds. When two CPUs are
used to simultaneously process the workioad, the wall clock
time, measured from when the first job starts execution un-
til the last job completes execution, is now 328 seconds.
The system throughput speedup is 652/328 = 1.99, See figure
4. To process the workload on four CPUs, the wall clock
time is 171 seconds, for a system throughput speedup of
652/171 = 3.81.
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MULT I PROCESSING

Higher Level Paralielism

- parailel algorithms
- outer loop oriented
- single & multi~job performance

tme sms ame tmp oms suw Ave we wa

Lower Level Parailelism

- paraliel operations
- inner loop oriented
- single job performance

e tmn Gms e ma dre Sna ms tnd be0 dne tms

! VECTOR PROCESSING
SCALAR= === === e e e >

PROCESSING

Figure 4: Two dimensions of paralilelism

2.3 1/0 SUBSYSTEM

The computational power of the XMP Series is complemented by
powerful |/0 capabilities. For problems requiring extensive
data space and data movement, the 1|/0 structure of the XMP
ensures that computing power is not limited by 1/0 capabili-

ty.

The 1/0 Subsystem (10S) consists of two to four processors
(10Ps). The 10S acts as a concentrator and data distribution
point for the CRAY XMP mainframe. The 10S communicates with
a variety of front-end computer systems (one to seven) and
with peripherals such as disk units and magnetic tape units.
A direct access path is also provided between the 108 and
the SSD.

Associated with the 10S is a large buffer storage space for
data transfer and for temporary scratch files. The [0S Buff-
er Memory is a solid-state storage device, using the same
technology as the $SSD, is accessible to all the 1/0 proces-
sors in the 10S and is available in 8, 32, or 64 Mbytes ca-

- 10 -

CODE (1-CPU XMP)/CRAY=1

SPEEDUP
SSUM 1.36
SDOT 2.26
SAXPY L. oy
FOLR(™*) 5.93 (3.40)
FOLRN(*) 7.32 (1.94)
GATHER 2.55
SCATTER 2.48
MXM 1.33
MXMA 1.42
MINV 2.18
CFFT2 2.16
CRFFT2 2.12
RCFFT2 2.1

(*) New vector algorithms used on XMP only;
the number in ( ) indicates the speedup
when vector algorithms are applied to
both XMP and CRAY-1,

Figure 10: Scientific library (CAL)

(1-CPU XMP)/CRAY-1

CODE SPEEDUP FACTOR
SGEFA 2.77
SGECO 2.75
SGESL 2.84
SGED! 2.63
TRED2 3.08
TRED1 2.80
TRBAK1 3.27
Figure 11: General linear algebra (FORTRAN)

B

5.2 1/0 PERFORMANCE

1/0 performance is a good indication of the versatility of a
machine in a real application environment, Perfermance gains
on the XMP are achieved by addressing the 1/0 requirements
in application codes. By using disk striping, Buffer Memory
or 85D, several exampies show significant speedups in this
often neglected area.
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o e D The single XMP processor performance is demonstrated by com-
> w% A paring it with the CRAY-1 for several benchmarks sets. The
) o w first set consists of FORTRAN vector loops as shown in fig-
% > - ure 7. The relative performance varies as a function of vec-
© ..Ol o tor length from a typical speedup of 1.5 for short vectors
g ) M . (vector length = 8), to 2.5 speedup for medium vector length
2 & > of 128, to 3.0 speedup for long vectors of fength 1024, The
S ® SW best speedup occurs for the SAXPY operation (A=B+s*D) which
o .um:ﬂ produces a -speedup of 4.0,
Sm
—h < &
3 ed ©
m z (1-CPU X)/1S SPEEDUP
@ 13
by 4 v SHORT MEDIUM LONG
2 o VECTOR VECTOR VECTOR
j (VL=8) (VL=128) (VvL=1024)
A=2B 1.1 1.8 2.1
¢ 4 A = B+C 1.2 2.2 2.7
o A = B¥C 1.5 2.6 3.3
H A = B/C 1.5 1.9 2.0
A = B+C+D 1.5 2.7 3.2
A = B+C¥D 1.4 2.9 3.6
< A = Bt+s#D 1.3 3.0 4.0
" > A = B+C+D+E 1.3 2.3 2.7
- (IR IS M A = B+C+DME 1.6 2.5 2.9
= o T A = BH#C+DHE 1.3 2.5 3.1
M M - A = B+CH*D+E*F 1.5 2.1 2.2
S - _——— ———
1 qu typical 1.5 2.5 3.0
m (Unit based on compiler generated
code running on CRAY-1)
o
2 S Figure 8: Vector loop families
8 Z
z 2 |
@ @ The XMP four processor system introduces new machine in-
@ 0 R structions and hardware support for executing gather and
o t scatter operations in vector mode. These operations chain
- . together with arithmetic and. other memory instructions. The
Nw oY compiier is able to detect these constructs and generate
7)) vector code automatically. On the CRAY-1 and early CRAY XMp
MG L - two processor systems, gather and scatter operations execute
only in pseudo vector mode; for example, gathers are per-
formed in a scalar fashion into a vector register. Figure 9
illustrates the performance speedup of the following sparse
SAXPY, or SPAXPY, loop on a single XMP-4 processor versus
Figure 5: CRAY XMP Data Flow the CRAY-1.

- 12 - - 21 -




*dwll 8|dA0 auiyodoew
Jaised e pue ‘Buibeyoed 404 suoliedljduwi 1eadb sey ‘L-AVYD
ayl u! pasn sdiyo a3eb-g ay3z Jo uoiiedbalul syl sauwll
aybra “sAeave o1eb 81eb-91 j0 8sn oyl *Abojouyoal Huibe
~-yoed s3| Ul S8I| JWX 8UI JO 213S!1J830BIEBYD BAIIDUILSIP BUQ

‘so0eiJdalul Jo1

~0Npued sse| 031 anp AoUusidiJ4s ayl saseaddul Buignl jeUJBIU]
SYIIM JBGPIOD ISBO B JO PRIISUL JBQP|OO winulunie pajliJdp 4o
asn ayl os|y "diyo jenplAipu] yoea Jdo4 109449 Bul|000 4831199
yonw g 03 saiIngiJile yoiym diyd yoea yieaudapun pappe si
ped uls 1eay e ‘a|dwexs JO04 -~SIULWADURYUS |BJISBASS ybBNoayl
paAaiyoe s!I siuyl *A31oeded Bu) 00D edow Y0E sadinbad
autyoew ayl- ‘AjbuipJsodoy *L-AVHD 8yl 40 eyl ueyl saybiy
%0€ inoqe s awedjutew palejndod A|1ing & Joj podinboua Js
~-Mod eyl °1-AVYD 9yl JO eyl 01 [edfluap! OJB uUe Ul pabueuade
SUEIN{O0D [BOIIUBA 2L 03 9 JO SISISUOD BUWBIJUIBW JWX AVYD Byl

SO LS1YILOVHVYHD TIVOISAHd €

‘oouewa0gaad ysip passedunsun yiitMA waisAs JWX a8yl apiacad
SHSIp 9sayl ‘sol 8yl Jo Airi)iqeded bBuiaaging pue Buidiaas
MSIp 8Yl UM paulquwod uayM ‘abedols NsSip 4O s231AQ9 H°Q¢
404 SO| ue 031 poaldsuUuODd ag ueD SYSIP 6h-a0 2€ 02 dn

'62-00 9yl ‘40ss809
-paJd s3) Jo 2eyl sewil G°'Z ‘@l1qeAsiyoe S| 09s/s83AqW 0l 40
8leJ Jajsuedld pauleisns vy *Sajputds UIMI UO elep pallewsoy
40 s931Aq9 2°f 031 dn  spioy 18uI1qgeDd YSIp Yoel °03S/SaIAQW 2L
40 83led 3sang e je eiep Buldlam pue buipesd jo ajqedes ‘@olA
-ap abeaols ol132ubew Juaod jenp ‘ARrisusp ybiy e se a|jqejleae
SI MSIP 6h-00 AVYHD Oyl ‘uamod Bulandwod dWX AVHD 8yl aoue
-jeq pue 3jusawajdwod 0jf “°swajqoud 21313Ua10s punoq O/ obde|
404 403084 Buljlwi| Ayl usaq sey paads Ysip ‘A|jeuoiiiped)

AS0TIONHD3I ¥STd J0 NOTLVHINID MIN 62

‘a4 0490q
paidwaile aq 3ou pinNod yolym Bulaoautbus pue 8oUB10S U} SWa)
~qouad paieolisiydos asdow pue 4abbiq BUIA|OS U0y sSwyiriJdobie
uojied) dde Mou aJ40|dxa 03 dJasn ayl o|qeus bBuiyseiid|nu pue
0/1 @souewaogdaad yblH "B8AIIOBI1YE SuolIe{hWiS g-¢ o8buej Jo
Buissaooudiinu sayew awll 0/1 40 UDIIONPAA aYI ‘suaowdsylunig

*aoueuaogaad walsAs bHu)
-Aoadu snyl ‘swedboud waisAs Jo abheso03s Adesodwai pue aodeds
burddems qof Joy waisAs ayl Aq pasn aq o0S|e ued (SS ayi

a

*suolieoidde aAisuslul A|jeuoll
-eandwod ul poauleigo sdnpoaads oyl 2IRIISN] I SaulINoL Adeuq
-1 YD pue NVYIHMO4 OfJ1iue1os pue ‘sdoo| ajduis go sa|dwex]3

*(vo) ebenbue Ajquassy Aed)d
Ut 40 NVHYIYMO4 Ul J43ylla |-AVHD 9yl JoaA0 adueuwdojdad psaouad
~-Wi 9jqeus ‘SU01308s snNoOItAaud Ul pauotiuaw se  ‘Jossadoud
dWX HOBD JO Saunileady |e4nN1083114dJe 8Yy) ‘NdoD isey  ‘o9|burs
e 40 souedwdogdad oyl AJuo aJinbad s$8pod uolledljdde Auey

NndD 3TONTS L6

*gouewdogaad ‘g/) se j|9M se ‘uossaoouad ajdra
—-inw pue a|buls a3ebi11saAUl SU0I108S BUIMO| 04 BYl ‘psansesu
8q Aew dWX AVHD 8yl yoiym Buo|e SUOISUBWIP |BUIDABS aJe duay]

JONVIWHO4Y3d "6

"obenbBue] NYYLYO4 AVYHD
ayl utf papraoad st NOWWOD MSVL, P@iled 3udwsa3eds NOWWOD
MU e ‘edoos Mau s1yl 3doddins 03 JapuO U} ‘sSYsSel jusJday
-41p AQ pasn S! aul13InNoa awes ayl 4! (ngasn Ajaegnorided si
Siyl ‘uol3ednp ST JO4 %SeI Yyoea 031 aieAlsd agq 01 INg “Msel
e Jo saulinoaqns ayl buowe psueys aq 03 SIUBWS|3 BIBD SMO| |k
adoos siyl “189A8l ¥sel a8yl ae ‘Ajaweu  ‘adods elep Jo puily
MBU B J0OJ poduU B S| 948yl  ‘IUBWUOJ [AUSB BuIselldinu e U

“bulyselrlinu paemodr dais isduiy e ‘apoo 10a8lqgo
JjueJlussd aonpodd 03 |40 MOjte sabueyo asay] “pepusue os|e
s aouanbas bul|ied aya ‘wstueyosw si1yl 03 pale|ay “Hoeis
2 U0 paledo| e a4e BUIINOJIGNS B JO S3|QeIABA |BOOT 140 03
apew aJoMm sabueys Jolew jedaAas ‘BuiMseltr|n aiell 1oy o}

‘Al 1B213ewOINe 9pod jeuolI1ipuod Jo adhl siys
burtureljuoo sdoo| 0Q seziwiido 14D *ANOD0 UBD SJOJUD 8S|ey
Oou 0S Oljowmylise ayl J40J PasSN dJe palda|ss siuswa|a ayl Aluo
‘os|v ‘paads 40108A 3B $33IN08X3 Mou doo} syl ang dooi a8yl
JO UOISJBA JEIBOS dY1 Ul BQ PINOM SB PBAIOAU! S| SIUBWS|D 4O
Jagunu awes ayy ‘sanjeA  Xepul 9ssyl 031 palelad sSadusuayad
abeso0ls ayl oyew 03 pasn ag uayl ued suollounyg Jayieb pue
48211808 8yl ‘U013 puUod ayl Japun paloaas sanjeA ayl Ajuo
buiuiejuoo Aesde asuap e 01Ul passaddwod ag 031  S8N|eA Xap
-uy doo} 00 4O ISI| 8Yl SMO||B YOIlyM adempaey ayl ul pajuaul
-o|dwt uesaq sey uojiledado uo}sSsSaJUdwod Xapul Uk h-dWX 9yl UuQ

‘uoileziuw ydo
ajesun ue se abaow  J0309A JO puly sIy3l s3eadl 4D



The 16-gate gate array may consume four to five times the
power of a 2-gate chip and thus creates heat dissipation
problems if high wattage chips are concentrated in one lo-
cality. But, in order to shorten the signal travel time on
the circuit board foil, chips can not be placed too far
apart either, To achieve a faster clock rate, stringent de-
sign rules also limit the number of fan~-outs and load clus-
tering. These difficult factors make chip placement and PC
routing extremely challenging.

Oon the CRAY=-1, two standard 6in X 8in circuit boards are
mounted on two sides of a copper plate. The whole unit is
calied a moduie. Inter-module communication is done through
twisted wires which are 3 to 4 feet in length. In order to
shorten the signal traveling time, a tighter packaging tech-
nique is necessary. On the XMP, where a double module is
used, two CRAY-1 |like modules are sandwiched together. All
four circuit boards may communicate through fixed locations
via jumpers.

With 200 to 300 chips per moduie and thousands of latch-to-
latch paths to check, the enforcement of design rules is no

longer humanly possible without automation aids. The CAD
support software checked and enforced design rules at every
stage of the design process. Functional unit level logic

simulation reduced the number of design errors before the
machine was physically built. To keep the junction tempera-
ture of the chip to below 85C, power rules governing chip
placement were also automated. The CAD effort smoothed the
machine design process. This is of particutar historical
importance to Cray Research. The XMP project marks the first
time this supercomputer manufacturer directly used a comput~
er to design another, The complexity of the task required
the use of a current generation of supercomputer to design
the next generation,

4, SOFTWARE ENVIRONMENT

The CRAY-1 hardware was introduced in 1976 with only a mini-
mum complement of available software. The early customers
were sophisticated computer users willing to develop much of
there own software to gain access to the performance of the
CRAY-1, As the customer base broadened, the software avail-
able also grew. When the CRAY~XMP was introduced in 1982, a
broad selection of software existed. The CRAY-XMP is upward
compatible with its predecessor, so that software developed
for the CRAY-1 migrated easily to the new hardware line.
Since that time software development has continued with em-
phasis on optimization and the new capabilities of the XMPs,

h.3 THE CRAY FORTRAN COMPILER

The architecture s ideally suited to the FORTRAN DO loop
structure. The Cray Fortran Compiter (CFT) automatically ex-
ploits the parallelism in this construct., No special syntax
or subroutine calils are needed. This natural fit of the
Cray vector architecture and the vectorizing compiler to the
FORTRAN DO loop structure means that most codes can make use
of the vector capabilities without reprogramming.

New hardware features allows CFT to vectorize two classes of
code which previously were performed in scalar mode. These
new features are a gather/scatter function and an index com-
pression function. These functions are used by the compiler
to vectorize codes which do not have a constant memory ref-
erence stride.

The first class involves indirect addressing, for example,

N

DO 1 I=1,
mv = B(K(1)) + ...

| =
A(J(]
AOOZﬂ_ZC

The storing of array 'A' indirectly addressed by J(})} is
called a scatter operation and the corresponding loading of
array 'B' indirectly addressed by K(I) is a gather opera-
tion. These functions appear in table look-up algorithms,
translation codes, and in sparse matrix operations. Previ-
ously, the CFT compiler would identify the scatter/gather
operations and generate calls to special optimized subrou-
tines. With the hardware features, the scatter/gather func-
tions can be included inline and be involved in the local
code optimization.

The second class of code involves DO loops which contain
conditional executions. For example,

DO 1 |
IF

N
(A1)
1 CONTIN

H.—a
A(t) .NE, 0.) B(1) =B(}) / A())

UE

Once again there is no constant stride in the reference pat-
tern. The CFT compiier optimized for previous systems would
generate code which referenced and computed with all array
elements but only changed the ones selected by the 'TRUE'
condition,.

This strategy has two drawbacks. First, since this vector
mode implementation operates on all elements, scalar code
may be faster when the selection is very sparse. Second,
since the arithmetic is done on all elements, errors can oc-
cur for elements which should not have been selected; i.e.,
the condition may protect the code from dividing by zero.

- 19 -
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ly multiplying the bandwidth by the number of disks in the
group. The performance improvement is obtained by changes at
the JCL level and need not affect the user program, See
figure 6. :

! CRAY 1!
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one !
logical !
disk !
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DT D2 ... Dn

n physical disks

1 vee swe ome ca sn e eme

Figure 6: Disk striping

Furthermore, when a job uses files each of which is allocat-
ed on a different physicatl disk, access may proceed without
contention., This is called disk streaming.

With two disk 1/0 processors (DiOPs) in the 1/0 subsystem,
COS can sustain streaming of up to twelve DD-49s at a rate
of 9 Mbytes/sec each., For file transfers involving multiple
disks, COS can deliver an aggregate transfer rate of up to
108 Mbytes/sec.

Similar transfer rates can be achieved for individual files
which are stored in the 10S's Buffer Memory. Through the
high speed channel between the 10S and the SSD, files may be
copied directly between disks and the SSD without involving
the mainframe. This 'backdoor' approach totally eliminates
central memory contention and:-the use of central memory
space due to (/0. The staging of the data can be done ei-
ther at the user program tevel or can be anticipated with a
JCL level utility command.

[ el £t 4

4.2 THE MULTITASKING LI1BRARY

A task is a unit of computation that can be scheduled. The
main program is a task. Multitasking occurs when additional
tasks belonging to the same job are created.

Multitasking is implemented at the FORTRAN level, where the
user can write CALL statements to ask for multitasking func-
tions. Many of the functions provided are similar to those
found in the Industrial Real Time FORTRAN Standard{11]. The
kKey multitasking routines are shown in figure 7, and provide
the basic capabilities needed for task initiation, synchron-
ization, and mutual exclusion.

Tasks are initiated with the TSKSTART statement by supplying
a subroutine name and any necessary arguments. The TSKWAIT
statement is used to wait on the completion of a generated
task. As tasks execute concurrently, they may need to use
quantities produced by other tasks. To ensure that these
quantities are computed before they are used, the producing
task may use the EVPOST routine to signal other tasks to
proceed. Consuming tasks use the EVWAIT routine to listen
for this signal. The EVCLEAR routine clears the signal.

Critical region protection is provided by the LOCKON and
LOCKOFF routines. A task enters a critical region by turning
a lock on, and exits by turning the lock off. Tasks which
attempt to enter an occupied critical region wait until the
ltock is turned off.

The basic property of codes which <can be mulititasked is in-

dependence. This independence allows a partitioning of the
program into tasks which may be executed in any order, or
concurrently. Independence may be found at a low level in

the iterations of a loop, or at a high level along geometric
or other problem attributes which involve several subrou-
tines. In general, the higher the level of independence ex-
ploited, the higher the performance speedup. Independence
analysis considerations are described in [9,16].




